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Abstract 

Pneumonia is a serious respiratory disease that requires early detection to improve clinical outcomes 

and reduce mortality rates. Radiologists usually perform pneumonia detection through X-ray images, 

but this method is prone to human error and delays in diagnosis. Therefore, there is an urgent need to 

develop automated technology-based systems that can assist in the rapid and accurate diagnosis of 

pneumonia. This study aims to develop a Convolutional Neural Network (CNN) model to detect 

pneumonia in X-ray images. One of the main challenges in developing this model is the imbalance in 

the dataset, where the number of X-ray images labeled "pneumonia" may be significantly fewer 

compared to images labeled "normal." Dataset imbalance can cause the model to be biased toward the 

majority class and reduce detection accuracy. The CNN architecture was first tested on an imbalanced 

dataset. The test results of a 2-layer convolutional CNN achieved an accuracy of 93.10%, while a 3- 

layer convolutional CNN achieved an accuracy of 96.03%. Subsequently, the CNN architecture was 

tested on a balanced dataset using traditional augmentation methods. The test results of a 2-layer 

convolutional CNN achieved an accuracy of 93.84%, while a 3-layer convolutional CNN achieved an 

accuracy of 96.46%. It can be concluded that the CNN architecture using a balanced dataset has better 

accuracy compared to using an imbalanced dataset. 
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INTRODUCTION 

Respiratory diseases, including pneumonia, represent a significant global health issue. 

Pneumonia, often caused by bacterial, viral, or fungal lung infections, can be life-threatening 

and requires immediate medical attention. Early detection is crucial to improve recovery 

chances and reduce negative impacts. Advances in image processing and deep learning 

technology in recent years have supported pneumonia detection. Recent studies in scientific 

journals reveal the potential of these methods. Research in the "Journal of Medical Imaging and 

Health Informatics" highlights the importance of image-processing technology in the diagnosis 

of pneumonia (Wang et al., 2020). This study demonstrates the challenges in disease diagnosis 

due to striking histopathological similarities between different but related conditions. There is 

an urgent need for computational methods that can help clinicians translate heterogeneous 

biomedical images into accurate and quantitative diagnoses. This need is particularly important 

in cases of small intestinal enteropathy, such as Environmental Enteropathy (EE) and Celiac 

Disease (CD). This research extends the initial analysis by developing an artificial intelligence 

(AI)--based image analysis platform that uses Convolutional Neural Networks (CNN) for these 

enteropathy cases. Data were obtained from three major studies at various locations. The image 

analysis platform for EE and CD was developed using a multi-zoom architecture CNN. 

Gradient-weighted Class Activation Mappings (Grad-CAMs) were used to visualize the 

decision-making process of the model in classifying diseases. A team of medical experts 

reviewed color-stained normalized biopsy images to reduce bias and Grad-CAMs to confirm 

structural continuity and biomedical relevance. The study involved 461 high-resolution biopsy 

images from 150 children with a median age of 37.5 months and nearly equal gender 

distribution (77 males, 51.3%). The ResNet50 and Shallow CNN models showed detection 

accuracy of 98% and 96%, respectively, which increased to 98.3% with the use of an ensemble. 

Grad-CAMs demonstrated the model's ability to learn various distinct microscopic 

morphological features for EE, CD, and controls. 

Several risk factors that increase the risk of pneumonia infection include advanced age, 

smoking habits, environmental exposure, malnutrition, a history of previous pneumonia, 

chronic bronchitis, asthma, functional disorders, poor oral hygiene, the use of 

immunosuppressive therapy, oral steroids, and acid secretion inhibitors (Gabruseva et al., 

2020). Rapid identification of suspected COVID-19 patients is crucial for controlling this 

disease. This study aims to develop a chest CT-based deep-learning algorithm for rapid triage 

in fever clinics. In an external validation set, using radiology reports as the reference standard, 

the AI triage achieved an area under the curve of 0,953 (95% CI 0,949–0,959), with a sensitivity 

of 0,923 (95% CI 0,914–0,932), specificity of 0,851 (95% CI 0,842–0,860), positive predictive 

value of 0,790 (95% CI 0,777–0,803), and negative predictive value of 0,948 (95% CI 0,941– 

0,954). This deep-learning algorithm has been developed and externally validated for the triage 

of COVID-19 patients in fever clinics. With high accuracy across various populations with 

diverse COVID-19 prevalence, integrating this system into standard clinical workflows can 

accelerate the identification of chest CT images indicative of COVID-19 (Akinyelu & Blignaut, 

2022). 

Findings from several research journals indicate that the diagnosis of pneumonia on X- 

ray images still heavily relies on the skills of doctors and radiologists, which can lead to human 

errors and delays in diagnosis. Deep learning technology, particularly the Convolutional Neural 
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Network (CNN) method, has great potential in pneumonia detection, although its use has not 

yet been fully optimized. Early detection of pneumonia is crucial as it significantly impacts 

patient recovery and treatment. Therefore, the development of an efficient and accurate 

automated system for detecting pneumonia is highly necessary. 

This research aims to develop a Convolutional Neural Network (CNN) model to detect 

pneumonia in X-ray images by first balancing the dataset. Pneumonia is a serious respiratory 

disease that requires early detection to improve clinical outcomes and reduce mortality rates. 

Pneumonia detection through X-ray images is usually performed by radiologists, but this 

method is prone to human error and delays in diagnosis. One of the main challenges in 

developing this model is dataset imbalance, where the number of X-ray images labeled 

"pneumonia" may be significantly fewer compared to images labeled "normal." Dataset 

imbalance can cause the model to be biased towards the majority class and reduce detection 

accuracy. 

This research employs traditional data augmentation to enhance the variation and quantity 

of data in the minority class. Traditional augmentation techniques include rotation, flipping, 

zooming, and translation of images. The CNN model will be designed with convolutional, 

pooling, and fully connected layers, then compiled with an appropriate loss function and 

effective optimizer. The model will be trained using training and validation data, and evaluated 

with test data to measure performance through metrics such as accuracy, sensitivity, specificity, 

and predictive value 

This research is expected to produce a CNN model capable of detecting pneumonia in X- 

ray images with high accuracy and minimal bias, making it an effective diagnostic tool to 

support radiologists and expedite the pneumonia diagnosis process. 

 
METHODOLOGY 

This research initially adopts an experimental approach to establish the methodological 

foundation, which is then further developed through case studies to collect and analyze data. 

The data mining method used is Knowledge Discovery in Databases (KDD), a process that has 

become a standard in data analysis for identifying valuable patterns from complex datasets. 

KDD serves as the primary guide in this research, directing the process from data selection and 

preprocessing to model building and evaluation. 

The implemented case study focuses on the problem of pneumonia detection using chest 

X-ray images. The initial step involves collecting a sufficient and representative dataset from 

diverse sources, ensuring a variety of pneumonia cases and normal conditions. The data is then 

prepared by performing normalization, noise removal, and resolution adjustment to ensure 

consistent quality before being fed into the analysis process. 

The application of KDD involves the following steps: first, data selection and 

preprocessing to transform raw data into a format suitable for further analysis. Second, 

modeling using Convolutional Neural Network (CNN) techniques specifically designed for 

pneumonia detection from X-ray images. The CNN model is constructed with convolutional 

layers to extract important features from the images, followed by pooling layers to reduce data 

dimensions, and fully connected layers for final classification. 

Finally, model evaluation is conducted using separate validation data to measure 

performance based on metrics such as accuracy, sensitivity, specificity, and positive and 
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negative predictive values. The results of this research are expected to provide valuable 

guidance for the development of more efficient and accurate automated detection systems for 

pneumonia based on X-ray images.. 

 
RESULTS AND DISCUSSION 

The dataset used for the experiments was sourced from www.kaggle.com and consists of 

5216 X-ray images divided into two classes. The first class includes 1341 images showing 

normal lungs, while the second class consists of 3875 images showing lungs with pneumonia. 

Below are examples of images from both classes: 

 

 
Image 1: X-ray of Normal Lungs and Pneumonia 

source : https://www.kaggle.com/datasets/paultimothymooney/chest-xray- 
pneumonia?resource=download 

 
 

Dataset 

The dataset used to train the CNN model was found to be imbalanced. Therefore, special 

treatment was required to balance the dataset. Data augmentation was performed using 

traditional methods. The dataset was expanded through traditional augmentation techniques, 

which include: 

1. Random rotation up to 10 degrees, both clockwise and counterclockwise. 

2. Zooming within a range of 1 to 1.5. 

3. Shifting height and width by (-10,10) pixels. 

Each image in the normal lung class was augmented three times. Initially, there were 1341 

images in the normal lung class. After augmenting each image three times, the total increased 

to 4023 images. The final total for the normal lung class, after traditional augmentation, is 

5364 images. Similarly, the pneumonia lung class had 497 images, which were also augmented 

three times, resulting in a total of 5364 images. Below are samples of the output from the 

traditional augmentation process. 

CNN Architecture 
 

In the initial phase of CNN model development in this research, both a 2-layer 

convolution and a 3-layer convolution model were proposed and compared in terms of 

accuracy. 

The 2-layer convolution CNN architecture performs convolutional processes twice. The 

first convolutional process uses 32 filters with a 3x3 kernel. The second convolutional process 

uses 64 filters with a 3x3 kernel. Max-pooling is applied twice with a 2x2 matrix. 

http://www.kaggle.com/
https://www.kaggle.com/datasets/paultimothymooney/chest-xray-pneumonia?resource=download
https://www.kaggle.com/datasets/paultimothymooney/chest-xray-pneumonia?resource=download
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The 3-layer convolution CNN architecture performs convolutional processes three 

times. The first convolutional process uses 16 filters with a 3x3 kernel. The second 

convolutional process uses 32 filters with a 3x3 kernel. The third convolutional process uses 64 

filters with a 3x3 kernel. Max-pooling is applied three times with a 2x2 matrix. 

Subsequently, the architecture with the highest accuracy was selected for further 

development and is referred to as CNN 1. 

CNN Architecture Test Results 

The CNN architectures tested include a 2-layer convolution architecture and a 3-layer 

convolution architecture. These architectures were proposed by the author. They were tested on 

two datasets: imbalance and balance datasets 

. • Imbalance Dataset 
 

The first architecture tested was the 2-layer convolution architecture. This architecture 

was applied to the imbalance dataset and achieved an accuracy of 93.10%, a precision of 1, a 

recall of 1, and an F1-Score of 0.91. 
 

Image 2: Graph of the epoch and loss progression to achieve the best accuracy for the 

2-layer convolution CNN architecture on the imbalance dataset 

To ensure the accuracy of training and validation results, Figure 4.7 illustrates the epoch 

progression for the author's proposed CNN architecture. The training accuracy turns out to be 

higher than the validation accuracy, but the difference is insignificant, so the resulting model is 

still categorized as a fit model. The next architecture tested was the 3-layer convolution 

architecture. This architecture was applied to the imbalance dataset and achieved an accuracy 

of 96.03%, a precision of 0.99, a recall of 0.93, and an F1-Score of 0.93. 
 

Image 3: Graph of the epoch and loss progression to achieve the best accuracy for the 3-layer 
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convolution CNN architecture on the imbalance dataset 

To ensure the accuracy of training and validation results, Figure 4.9 illustrates the epoch 

progression for the author's proposed CNN architecture. The training accuracy is lower than the 

validation accuracy, indicating that the model obtained is an overfitting model. 

• Balanced Dataset Using Traditional Augmentation 
 

Next, these architectures were applied to the balanced dataset. The transformation from 

an imbalance to a balanced dataset was done using data augmentation. The data augmentation 

used is traditional augmentation. This dataset consists of a total of 10,768 images. There are 

5,364 normal lung images and 5,364 pneumonia lung images. The 2-layer convolution 

CNN architecture was applied to this balanced dataset. This architecture achieved an 

accuracy of 93.82%, a precision of 1.0, a recall of 1.0, and an F1-Score of 0.94. 
 

Image 4: Graph of the epoch and loss progression to achieve the best accuracy for the 

2-layer convolution CNN architecture on the balanced dataset using traditional augmentation 

The training accuracy turns out to be almost the same as the validation accuracy. This 

means that the model obtained is a fit model. The decrease in loss and the increase in accuracy 

occur gradually. 

Next, the 3-layer convolution CNN architecture was applied to the balanced dataset. 

This architecture achieved an accuracy of 96.46%, a precision of 0.94, a recall of 0.93, and an 

F1-Score of 0.95. 

 

 
 

Image 5: Graph of the epoch and loss progression to achieve the best accuracy for the 3-layer 

convolution CNN architecture on the balanced dataset 
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The training accuracy is lower than the validation accuracy. However, the difference is 

still small, so the model obtained is categorized as a fit model. Accuracy improvement occurs 

gradually, with the best accuracy achieved at epoch 9. 

The development of the CNN architecture began with testing the 2-layer convolution and 

3-layer convolution configurations. After testing these architectures, their accuracy values were 

compared to determine the best architecture. These architectures were first tested on the 

imbalance dataset. The results showed that the 2-layer convolution CNN achieved an accuracy 

of 93.10%, while the 3-layer convolution CNN achieved an accuracy of 96.03%. Table 1 

provides a comparison of the layer usage on the imbalance dataset. 

Table 1: Results of testing accuracy for layer usage on the imbalance dataset 

Layer Akurasi 

2 93,10% 

3 96,03% 

From Table 1, it is evident that the highest accuracy among the two architectures is 

achieved by the 3-layer convolution CNN. Based on these results, the chosen architecture is the 

3-layer convolution CNN. 

Next, these architectures were tested again on the balanced dataset. Initially, the 

architectures were tested on the balanced dataset using traditional augmentation methods. The 

results showed that the 2-layer convolution CNN achieved an accuracy of 93.84%, while the 3- 

layer convolution CNN achieved an accuracy of 96.46%. Table 2 shows the comparison of 

layer usage on the balanced dataset with traditional augmentation. 

Table 2: Results of testing accuracy for layer usage on the balanced dataset with traditional 

augmentation 

Layer Tradisional 

2 93.84% 

3 96.46% 

 

From Table 2, the comparison of accuracy for the balanced dataset using traditional 

augmentation at different layer configurations is shown. The 3-layer convolution CNN has 

higher accuracy compared to the 2-layer convolution CNN on the balanced dataset with 

traditional augmentation. Based on these results, it can also be concluded that the chosen 

architecture is the 3-layer convolution CNN 

CONCLUSION 

From the results of the proposed architecture testing, the 3-layer convolution CNN 

architecture has higher accuracy on both the imbalance and balanced datasets compared to the 
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2-layer convolution CNN. Additionally, the CNN architecture using the balanced dataset 

demonstrates better accuracy compared to using the imbalance data. 
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